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ABSTRACT

In this article we present beamix, an audio engine and
its graphical user interface which allow one to produce di-
rectional audio effects (FX), that is, sound transformations
localized in certain areas of space. These effects (such as
equalizer, compressor, etc.) are applied to an Ambisonics-
encoded sound scene, which was previously decomposed
by a spatial filter bank. The latter, based on the state of
the art, applies beamforming with virtual microphones (a
process analogous to a plane-wave decomposition of the
sound field) so as to partition the 3D or 2D sound field into
a set of angular sectors. A chain of audio effects can be
inserted into each of these sectors, allowing fine manip-
ulation of the soundscape. The approach thus proposed
offers more flexibility than transformations applied in the
spherical harmonics domain, in particular for the realization
of non-linear effects. The tool is typically useful for pro-
duction or post-production of Ambisonics scenes, but can
also be used for editing directional room impulse responses
(DRIR).

1. INTRODUCTION
1.1 Filter bank

In signal processing, a filter bank refers to a set of K band-
pass filters that decompose an input signal x into K com-
ponents, each representing a frequency sub-band. This is
ubiquitously used in the field of computer music to achieve
multiband effects [1, Section 2.6.3], such as graphic equal-
izers (EQ) or multiband dynamic range compression (com-
pressor/expander). An important property of filter banks is
their ability correctly to reconstruct the input signal. Perfect
reconstruction is achieved when the output signal y is such
that y[n] = x[n] when no effect is applied.

1.2 Spatial filter bank

A spatial filter bank is conceptually similar, except that the
input signal x is not a monophonic signal but a spatial sound
field, and the filtering operates in the angular domain (az-
imuth and/or elevation angles) rather than in the frequency
domain. In other words, a spatialized sound scene — repre-
sented in 3D on the surface of a sphere, or in 2D on a circle
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— is decomposed into a set of sectors forming a partition
of space. Filtering in the spatial domain can be achieved
by a beamforming technique that consists of synthesizing
virtual microphones with adjustable characteristics (steering
direction and directivity pattern) [2, 3].

1.3 Spatial filter bank in Ambisonics

Ambisonics is a recording and reproduction technique that
can be used to create spatial sound for circular or spherical
loudspeaker arrangements [4, 5]. The technique is based on
the representation of the sound field as a combination of
orthogonal basis functions, namely the spherical harmon-
ics (SH). The spatial filtering operation (i.e. beamforming)
can be elegantly and efficiently designed in the SH do-
main [6, 7], effectively decomposing an Ambisonics scene
into different angular sectors.

Such partitioning is typically used for local analysis of the
sound field, in particular to estimate the acoustic intensity
or energy density [8, 9], to improve estimation techniques
of directions of arrival [10], to analyze the directional prop-
erties of a reverberant field [11-16], to visualize activity
maps [17], or to implement audio compression algorithms
for bandwidth reduction [18]. More generally, spatial fil-
ter banks are potentially useful for parametric spatial pro-
cessing methods [19], such as DirAC [20], Harpex [21],
HO-DirAC [18,22-24], Spare Recovery [25], or COM-
PASS [26].

The above-mentioned techniques are mainly concerned with
the analysis or reproduction of the sound field. In the present
study, we focus on the exploitation of Ambisonics filter
banks for the creation of audio effects, i.e. for the transfor-
mation of the sound scene, typically for artistic production
(or post-production) applications.

The principle of the approach is illustrated in Figure 1: the
incoming Ambisonics stream x is decomposed into K an-
gular sectors by a filter bank derived from [18,27,28], and
which is similar to a plane-wave decomposition (PWD) of
the sound field [29]. After processing with various mono-
phonic effects, the output stream y is recomposed by re-
encoding the K plane waves, in the K analyzed directions,
in the Ambisonics domain.

1.4 Ambisonics FX

Transforming a sound field by applying FX to an Am-
bisonics stream is not a new approach. Various tools are
already available to sound engineers and composers. Some
of these FX are operated globally on the sound scene, by
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Figure 1. Proposed framework for the implementation of
spatially localized audio FX.

application of a (frequency-independent) transformation
matrix to the Ambisonics stream [30] [5, Chapter 5.2]; this
includes in particular the rotation [4, 31], mirror [32], or
spatial blur [33] effects. Other FX were first formulated
in the spatial domain, then “translated” into the modal
domain by discrete SH transform [34]; this methodology is
fundamentally similar to the analysis/resynthesis filter bank
shown in Figure 1. However, the filter bank approach may
prove more intuitive for certain users, in particular sound
engineers who easily understand the concept of virtual
microphones. This strategy (of design in the spatial domain)
notably makes it possible to design higher-order FX such
as directional emphasis (or directional loudness) [34] and
angular distortion (also known as dominance [32, 35] or
warping [5, 36]). Another extension of these methods,
based on PWD, was proposed by Hafsati et al. [37] in order
to produce even more “fine” editing of the sound scene;
the technique however relies on the assumption that the
directions of S sources of interest are known (or have been
previously estimated).

This article is organized as follows: in Section 2, we
recall the theoretical background for the creation of a per-
fect reconstruction Ambisonics filter bank. In Section 3 we
present the software tool beamix which implements such a
filter bank. Consisting of an audio engine associated with a
graphical user interface, the tool extends the transformation
possibilities of the approaches cited above, while offering
intuitive control.

2. BACKGROUND

This section briefly summarizes the spatial filter bank ap-
proach proposed by Hold et al. [18,27,28].

2.1 Axis-symmetric beamforming

Here we consider Ambisonics signals encoded on a basis
of spherical harmonics Y, (€2), with N denoting the max-
imum order. Q = (6, ¢) denotes the angular direction in
the spherical coordinate system. The spherical harmonic
addition theorem [7, Eq. 1.26] is written VQ, Q' € S?:
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where P,, is the Legendre polynomial of order n, and
O = £ (9, ) represents the angle between the directions
Q and €. X here denotes a constant which depends only on
the chosen variety of SH. In the case of N3D normalization,
guaranteeing the orthonormality of the components [4,38],
we have A2 = 1; however most publications [5,7,28,29,39]
adopt the convention \? = 47. For the sake of compati-
bility, we keep the generic notation A in the formulas that
follow.

It follows from the addition theorem that any axis-
symmetric directional function, obtained by weighting the
SH with (IV + 1) real coefficients d,,, can be expressed in
the form [40] [7, Eq. 5.24]:

N
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This expression characterizes the output signal y (©) result-
ing from a modal beamforming operation.

P (cosO) . 2

2.2 Choice of spatial sampling

To create the spatial filter bank, we use K beamformers
pointing in directions {Qk} fork = 1,..., K. These di-
rections must be “uniformly” distributed, so as to ensure
numerical quadrature over S%. Assuming a uniform distri-
bution, the integration of a band-limited continuous function
f € S? reduces to a discrete summation:

KZka

The spherical t-design sampling schemes [41,42] are known
to satisfy this quadrature condition (Eq. 3), provided that
t > (2N + 1) [5, Section 4.7] [7, Section 3.4]. From
now on, we assume that {ﬂk} is such a spherical t-design
arrangement. To evaluate the reconstruction capacity of
the spatial filter bank, we are interested in the sum of the
contributions of the K sectors, which we can write:
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(the spherical addition theorem Eq. 1 has been introduced
between the first and second lines). Furthermore, by apply-
ing the quadrature equation Eq. 3 to the Y7 (€2,) function,
we have:

K
Z Y™ () = ™ () dQ. (5)
By virtue of the SH orthogonality, we know that:
/ Q) dQ = A b0, ©)
S2
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where 6,,,, represents the Kronecker symbol (§,,,,, = 1 if
n = m, 0 otherwise). We can thus simplify the summation
equation Eq. 4 over the K sectors:

K
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K

K
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=do N

since VQ2 € §?, Yy (€2) = A~1, by construction.

2.3 Energy or amplitude compensation

As discussed in [18, 27, 28], it is necessary to intro-
duce a scaling factor to ensure the perfect reconstruc-
tion of the filter bank. When amplitude reconstruction
is needed, we introduce a factor f4 which must satisfy
vQ e S Zszl Ba y(Qx) = 1 . Comparing this with
Eq. 7, it follows that 84 = d;\—ZK is a solution. When en-
ergy reconstruction is desired, we must introduce a factor
B such that V) € S2, Zle Be v? () =1, and it is

easily shown that Sp = These compensation factors

A
BEK
are introduced into the resynthesis stage (Figure 1) in or-
der to ensure the perfect reconstruction of the filter bank

(see [18, Sections III.A.5 and III.A.6] for more details).

2.4 Choice of the beampattern

After choosing the directions {€2}, one needs to deter-
mine the directivity pattern (i.e. the selectivity) of the beam-
former. A natural choice is the hyper-cardioid beampattern
of order N, as it performs a PWD of the sound field [7,29].
It is realized using constant modal weights such that [40] [7,
Eq. 6.10]:
4

(N +1)*

The resulting directivity pattern is also called a “regular
beampattern” or “basic” (in Ambisonics vernacular), and
it achieves the maximum directivity index [7,40]. Despite
this interesting property, the hyper-cardioid pattern can be
criticized because it exhibits strong sidelobes (lateral and
rear). This point is particularly sensitive when creating a
spatial filter bank because the sidelobes of the K beams
interfere. Therefore, other beampatterns may be preferred;
among the different commonly used options, we can for
example retain two of interest: (a) the cardioid pattern
(also referred to as “in-phase” in Ambisonics dialect) which
is designed to suppress signals arriving in the opposite
direction (© = +180°) while providing an optimally flat
response in that direction. The response of the cardioid
beamformer satisfies [43, Section 6.1]:

Vn < N, d

®
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and it is achieved with the weights [4, Eq. 3.91]:
N2
Vn <N, d, =4r (M) (10)
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(b) The so-called max-r g pattern is also interesting because,
as the name suggests, it is designed to maximize the norm

rg of the energy vector [4,5]. The properties of this beam-
pattern are somewhat similar to the super-cardioid pattern
(providing the maximum front-to-back ratio). The max-rg
weighting is given by [4, Eq. 3.89]:

Vn < N, dy, = Py (re(N)) , (11)

where rg(N) is the largest root of P41 (-); this can be
137.9° ) (see [3, Sec-

~
~

approximated by rg(N)
tion A.3.7]).
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3. IMPLEMENTATION
3.1 Description of the tool

The processing chain proposed in Figure 1 is im-
plemented in the C++ language in the form of two
external objects for the Max environment'. The
spat5.hoa.beamix~ object renders the signal pro-
cessing, and the spat5.hoa.beamix object is the
associated graphical user interface (GUI), developed with
the Juce framework 2 . The objects are integrated into the
Spat library [44], distributed free of charge by Ircam 3 .
The GUI is shown in Figure 5. The left part shows a map
projection of the sphere S?; different types of projection
are available, and by default the Mollweide projection is
used. The meridians and parallels are displayed in light
gray. The K angular sectors are represented (here in blue);
their index is placed at the center of the area, and the sectors
are delimited by the edges of the corresponding spherical
Voronoi diagram. In the example of Figure 5, sector #17
(in red) is currently selected by the user. The right half of
the interface shows the effects controllers for the selected
area(s). Currently implemented are traditional audio effects,
namely gain and delay adjustment, parametric EQ (with 8
adjustable stages) and compressor/expander. To complete
this toolchain, it is also possible to load (from an audio
file) a finite impulse response filter which is rendered by an
optimized convolution engine. Finally it is possible to mute
or solo the sector, which is typically useful when tweaking
the FX settings. Vu-meters display the input (pre-FX) and
output (post-FX) levels of the sector.

In the case of a 2D Ambisonics scene, a polar representation
of the directional beams is displayed (Figure 2) instead of
the map projection (Figure 5, left).

3.2 Adjustable beampattern

In Figure 2 (with N = 3, K = 7, and hyper-cardioid pat-
terns), we clearly observe the role of the sidelobes which
significantly “leak” into all other sectors. As mentioned
in Section 2.4, this sometimes motivates the use of alter-
native beampatterns with less pronounced sidelobes (but
therefore with lower selectivity), such as in-phase or max-
rg. In spat5.hoa.beamix, to facilitate user experi-
ence, the selectivity of the beamformer is adjustable with a
continuous parameter «, allowing a tradeoff between car-
dioid (o« = 0%), max-rg (o = 50%) and hyper-cardioid

!https://cycling74.com
2 https://juce.com
3 https://forum.ircam.fr/projects/detail/spat/
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Figure 2. spat5.hoa.beamix filter bank (polar plot of
hyper-cardioid beampatterns) in the 2D case. Here for N =
3, therefore ' = 7 beams. The radial scale is logarithmic,
with 6 dB per division.

(a = 100%) beampatterns. The transition between these
three diagrams is made by linear interpolation between the
weights d,,, with an approach similar to [45]. Figure 3
illustrates the polar diagram of the beamformer for different
values of .

a=0% a=25% a=50% a=T75% a=100%

allclelte

Figure 3. Directivity pattern with adjustable selectivity.
a = 0%, a = 50%, and a = 100% respectively correspond
to a cardioid, max-rg, and hyper-cardioid beampatterns.
The figures are for the 3D case, with NV = 3. The radial
scale is logarithmic, with 6 dB per division.

3.3 UI and ergonomics

The two external objects spat5.hoa.beamix~ and
spat5.hoa.beamix benefit from the main ergonomic
features introduced in version 5 of Spat [46] : (a) Commu-
nication is based on OSC messages and bundles offering
inter-operability and flexibility of use; typically one can use
pattern matching (for example the syntax /beam/ [10-
201) simultaneously to send messages to several sectors;
the copy to neighbors option (see @ on Figure 5) also al-
lows one to propagate the settings of a zone to all adjacent
sectors; more generally, it is possible to copy/paste the
parameters from one sector to another. (b) It is easy to
export/import/interpolate presets. (c) The audio engine is
compatible with multichannel patchcords “MC” (see Fig-
ure 4), and highly optimized and vectorized.

Nevertheless, user experience can still be improved; the two
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Figure 4. Example of a Max patch with

spat5.hoa.beamix~ processing a sound scene
(here captured by an Ambisonics microphone, then
rendered binaurally to headphones).

main challenges are due to the fact that (a) the tool operates
in the space-time-frequency domain, where it is difficult
to understand/visualize all dimensions simultaneously. (b)
For higher orders N, the number of sectors is considerable
and editing the scene quickly becomes tedious; it would
therefore be useful to find efficient strategies for tweaking
parameters either at the macro or micro level. There is no
doubt that user feedback will help gradually to enrich the
control interface and improve these aspects.

3.4 Discussion

The effects proposed in the processing chain (Figure 5,
right panel) are (for the moment) quite basic; nevertheless,
they offer a richer range of treatments than the other tools
of the state of the art. In particular, non-linear processing
(compressor/limiter) is very useful for correcting certain
sound recordings, in order locally to emphasize sound
elements that could be masked. Such non-linear FX cannot
be applied directly in the SH domain because they would
destroy the global spatial information; on the other hand, it
is legitimate to use them locally on one or more sectors.
In future work, we would like to enrich the range of
available FX. For this, a relevant solution would be to
insert existing (monophonic) plugins effects in each sector.
Technically, this solution can already be implemented using
Max’s mc . vst~ object; however the operation is labo-
rious, and native integration in spat5.hoa.beamix~
could streamline the user workflow.

The presence of a (monophonic) convolution engine on
each sector already offers certain possibilities, however
limited to the synthesis of linear and invariant systems.
One possible application is the production of an artificial
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Figure 5. spat5.hoa.beamix GUI. Here in the 3D case, for order N = 4 and K = 64 beams. @ Cartographic projection
of the sphere (here in Mollweide projection) and representation of the K angular sectors. @ Audio FX settings for the
selected sector (here #17). @ Equalizer for the selected sector. @ Compressor and expander. ® Button to load a finite impulse
response filter. ® Mute, solo, and output vu-meter for the selected sector. @ Copy/paste the sector settings. ® Global mute,

bypass and reset controls (applied to all sectors).

reverberation effect whose characteristics (e.g. decay)
vary depending on the directions [15]. However, it should
be kept in mind that the calculation cost is likely to be
considerable (in particular for “long” impulse responses)
since it is proportional to the number K of sectors.

In addition to transforming sound scenes, another rel-
evant use case concerns the editing of directional room
impulse responses (DRIR) as captured by a spherical array
of microphones. Once encoded in Ambisonics format, these
responses can be edited locally, in the space-time-frequency
domain, with beamix. This allows one, for example, to
filter unwanted reflections, as already exemplified in [47].
It has also been shown that for DRIR exhibiting strong
anisotropic characteristics, processing in the PWD can be
more relevant than in the SH domain [12, 13]. The use
of the Ambisonics filter bank is therefore appropriate for
such responses. Finally, note that for editing DRIR, it is
generally easier to work offline rather than in Max (or any
other real-time oriented environment); this motivated the
development of bindings of beamix for the command line
(included in the Spat package) and for Matlab (currently
not distributed publicly).

4. CONCLUSION

In this article we presented beamix, an audio engine and
its graphical control interface allowing directional audio
effects, i.e. FX localized in certain angular sectors. The ef-
fects are applied to an Ambisonics audio stream, previously

decomposed by a state-of-the-art spatial filter bank. The
latter performs beamforming with virtual microphones and
is analogous to a plane-wave decomposition. This approach
allows greater flexibility compared to transformations ap-
plied in the modal domain. We presented the underlying
mathematical formalism, then detailed the implementation
of the tool, in particular its graphical interface which is
intended to be intuitive and flexible.

However, several avenues for future improvement are con-
sidered. To enrich the arsenal of available FX, it would
be relevant to allow the insertion of existing plugins (VST
or other formats) in the processing chain. In addition, the
ergonomics of the user interface can still be improved, and,
in particular, it remains to invent strategies for joint editing
(or visualization) of several neighboring sectors. And, more
fundamentally, it remains for us to explore new approaches
for the even more generic design of spatial filter banks,
particularly in the wavelet domain [48], as this might of-
fer adaptive spatial resolution depending on the areas of
interest.
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