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ABSTRACT

This research delves into the nuanced phenomenon
of pitch drift observed in unaccompanied vocal perfor-
mances, wherein soloists inadvertently deviate from the
initial pitch during protracted presentations. The manifes-
tation of pitch drift depends on different factors, including
the skill level of the performer, as well as the duration and
intricacy of the musical rendition. In response to this, our
study introduces a computational methodology designed to
measure pitch drift and changes in intonation throughout
unaccompanied vocal performances. Leveraging pitch his-
togram analysis in conjunction with DBSCAN clustering
techniques, this innovative approach not only sheds light
on the intricate dynamics of pitch variation but also pro-
vides a quantitative and visual framework for the assess-
ment of such deviations in the realm of solo vocal expres-
sion. Through this comprehensive analysis, the study con-
tributes to a deeper understanding of the subtle intricacies
involved in pitch control and intonation changes during un-
accompanied vocal presentations, which can be used as a
visual tool for the vocalists for self-assessment. This novel
approach also helps significantly in automatic transcription
of vocal pieces with pitch drift.

1. INTRODUCTION

Intonation drift, a hallmark of unaccompanied singing,
poses a significant challenge in Music Information Re-
trieval (MIR) tasks like automatic transcription. This phe-
nomenon, characterized by gradual deviations from a ref-
erence pitch, usually in a downward direction, through-
out a performance, has been explored in various contexts,
including both choral and solo singing [1], [2], and [3].
While harmonic progression has been implicated in choral
drift [4], and [5], the underlying mechanisms governing
solo drift remain poorly understood. This paper presents
a novel investigation into the computational measurement
and characterization of intonation drift in solo singing.
Leveraging a 5’:32” vocal piece exhibiting pronounced
drift, we develop a robust methodology for quantifying
pitch deviations and analyzing their temporal and musical
correlations. Our findings shed light on the nature of drift
in solo singing and pave the way for improved automatic
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Figure 1. Steps in Data Preprocessing

transcription and analysis of unaccompanied vocal music.
The methodology is discussed in sections 2 to 4. In order

to explain the detail we have used an example of a perfor-
mance 1 with duration 5’:32” (Example 1). It starts with
an introduction for about 48 seconds, before the main part
starts at the second 00:52”. The whole piece has sixteen
sentences, which are separated with long silences. The first
two sentences are the introduction. A transcription of the
whole performance can be found in the corresponding au-
thor’s dissertation [6]: 69-71.

2. BACKGROUND AND PREPROCESSING

In this section, we present the building blocks of the data
preprocessing together with all the needed musical and
computational background. Figure 1 gives an overview of
the preparation process in this section.

2.1 Pitch Recognition

There are different algorithms for pitch recognition. All
these algorithms use the fundamental frequency of the

1 The mp3 files for the performance in Example 1 is available in the
github repository of the software along with some other examples from
various musical cultures: https://github.com/SepiSha/PitchDrift
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Figure 2. Time-Frequency for Example 1

sound to quantify pitch. Fundamental frequency is the low-
est frequency of the sound wave and corresponds to its
most dominant perceived pitch. Monophonic voice pitch
estimation algorithms have been evaluated and discussed
extensively in MIR literature. Gomez et al. have evalu-
ated both algorithms CREPE [7] and pYIN [8] as state-
of-the-art pitch recognition methods for monophonic voice
[9]. They have evaluated the results of both of these algo-
rithms on iKala dataset and obtained almost similar results
for both pYIN and CREPE: 91% of Raw Pitch Accuracy
for pYIN for monophonic voice and 90.5% accuracy for
CREPE. Among other pitch recognition methods which
can be used for monophonic sound one can mention SPICE
[10], which is based on a self-supervised learning tech-
nique. We chose pYIN for this study, and we have done
manual octave-error correction when necessary. Since we
use the output of the pitch recognition method (pYIN) as
an input for pitch recognition in .csv format, with mini-
mum effort, one can replace the current pitch recognition
method with any other algorithm for experiment or future
improvement.

To make the pitch file we used Sonic Annotator for pitch
recognition with the following parameters: step size of
256, block size of 2048, low amplitude suppression of
0.1, onset sensitivity of 0.7, prune threshold of 0.1, and
threshold distribution of 2. Figure 2 shows the the time-
frequency graph of Example 1. We have changed the fre-
quency of the sound (Hz) to the cents system. Each octave
is 1200 cents. The following formula gives the interval
between the two notes with the frequencies f1 and f2, in
cents.

cent = 1200× log2(
f2
f1

) (1)

2.2 Identifying Musical Phrases

Phrasing and segmentation are crucial elements in mu-
sic theory and cognitive musicology, helping to under-
stand how listeners perceive and interpret musical struc-
ture. These concepts involve the ways in which music
is divided into comprehensible units, influencing both the
composition and perception of music. Segmentation is the
process of dividing a musical piece into segments or sec-
tions based on criteria such as melody, harmony, rhythm,
and texture such that it conveys a sense of beginning, con-
tinuation, and closure. These concepts are foundational

for understanding musical form and expression, serving
as the basis for more complex analyses of musical struc-
ture. There are various approaches to segmentation of mu-
sic: The structuralist approach involves analyzing the syn-
tactic rules governing musical structure. Leonard Meyer
challenges the structuralist’s premise of objective abstrac-
tion incorporating elements of musical education and cul-
tural context that are both more subjective and more di-
verse [11]. He emphasized the importance of expectation
in musical experience, suggesting that musical meaning
arises from the interplay between learned patterns and their
fulfillment or violation. This perspective highlights the im-
portance of cultural and historical contexts in shaping mu-
sical understanding [12].

Cognitive approaches focus on how listeners mentally
process and organize musical information. David Tem-
perly uses computational approach to fundamental ques-
tions about music cognition [13]. Empirical studies of-
ten involve experiments where listeners’ segmentations are
recorded and analyzed. These studies provide insights into
how listeners perceive and organize musical elements, re-
vealing patterns that align with theoretical predictions and
uncovering new dimensions of musical perception.

Computational models employ machine learning tech-
niques to simulate human segmentation processes, offer-
ing a powerful tool for testing theoretical hypotheses and
exploring new musical domains. Cross-cultural studies of
phrasing and segmentation reveal both universal princi-
ples and culture-specific patterns. Genre-specific analyses
highlight how different musical styles employ unique seg-
mentation strategies, reflecting their distinct aesthetic and
structural conventions.

Integrative theories such as Lerdahl and Jackendoff’s
Generative Theory of Tonal Music (GTTM) provides a
formal framework for analyzing the hierarchical struc-
ture of tonal music, combining insights from music the-
ory, cognitive science, and linguistics. The GTTM’s
main components—Grouping Structure, Metrical Struc-
ture, Time-Span Reduction, and Prolongational Reduction
which in this framework signifies hierarchical pitch con-
nection—offer a comprehensive model for understanding
how listeners parse musical surfaces into structured repre-
sentations [14].

Since we started this research as part of a larger project
on the computational approach to Iranian classical vocal
music, we have noted that the phrasing in this genre often
follows the structure of classical poetry, with phrases fre-
quently separated by long silences. In this paper, we per-
form segmentation based on these relatively long silences
between the sentences sung by the vocalist. This method
helps us identify musical phrases, or sentences. For future
reference in this paper, we will call this type of segmenta-
tion Method I. An alternative approach for computing pitch
drift is to consider congruent segments, i.e., every n sec-
onds. We refer to this equal-duration partition of the vocal
piece as Method II. In this example, we have chosen the
length of each segment to be T/24, where T is the total
duration of the piece in Example 1. In the next section, we
consider both methods. In the first case, the segments vary
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Figure 3. Pitch Histogram for Example 1

in length depending on the duration of the sentences, while
in the second method, the segments have equal duration.
There is always the potential to employ various types of
segmentation depending on the genre of music and differ-
ing theoretical approaches, which can be explored in future
research.

2.3 Pitch Histogram

The next step in preparation of the data points is to find the
histograms of the performed pitches for each segment. In
order to find the histogram, we find the total number of oc-
currences of each fundamental frequency. Figure 3 shows
the pitch histogram of Example 1. The vertical axis shows
the proportional total duration of each frequency (in cents).
Pitch histogram has been used extensively in MIR litera-
ture. For example, Bozkurt et al. have used it for analysis
of Turkish Makam Music [15]. In the musical traditions
where intervals and note frequencies are not absolute, us-
ing pitch histograms are useful in identification of the fre-
quency of each note and the intervals between the notes in
the performed pieces. The use of pitch histogram in find-
ing intervals of a performed vocal piece in Iranian music
has been discussed extensively in [16] and [17]. Koduri et
al. have used pitch histograms in analysis of intonation for
Carnatic music [18].

2.4 Gaussian Model of the Peaks

We smooth the histogram in order to find the exact peak
of each mountain by finding the moving average to smooth
out short-term fluctuations and highlight the general trend
of the data and we get a semi-Gaussian curve. Choos-
ing reasonable peaks is very crucial. To find the peak of
each mountain, which represents the median of the per-
formed pitch for each "note", we need to find the range of
the mountain which is itself a challenging task and is dis-
cussed in [16]. After finding the range of each mountain,
we model each mountain by a tilted Gaussian curve so that
we can find a better peak. We fit the following curve to our
data to find the parameters c1, . . . , c5

y = c1 + c2x+ c3e
−(x−c4)

2/c5 (2)

After finding the peak for each mountain in the histogram

Figure 4. Gaussian peak fit for the first significant peak of
the pitch histogram Example 1

Figure 5. The main detected frequencies for each sentence
in Example 1 using Method I

of audio, we have the frequency of every note in each sen-
tence in cents. Since we only want reliable estimates,
we have picked the mountains that have at least certain
heights, so that we have enough data for fitting a Gaus-
sian curve. Figure 4 shows the result of our Gaussian peak
fit for the first significant peak of the pitch histogram in
Example 1.

3. EXPLANATION OF THE DATA

After performing the preprocessing which was explained
in sections 2.1 through 2.4, we have gathered the frequen-
cies associated to the main notes of each segment. Figure
5 shows the data points gathered using Method I for seg-
mentation. The horizontal axis shows the segment num-
ber and the vertical axis shows the frequency of the main
notes in each sentence in cents. Since in Method I the du-
ration of the sentences varies, the numbers on the x-axis
are not equidistant, the distance of each number from its
consecutive number is proportional to its duration. If we
use Method II and find the frequency of the notes in the
same size intervals (every n seconds), we will get Figure 6
for the vocal performance in Example 1.

4. CLUSTERING THE PEAKS USING DBSACN

To see the pattern of drift in various notes throughout the
piece, we first sort the frequency of the notes for each
segment of the piece. Assume that we have n segments
{s1, ..., sn}. For each of these segments si, 1 < i < n, we
will have a number of frequency peaks ik: pi1 , ..., pik , the
number of the peaks varies from one segment to the other.
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Figure 6. The main detected frequencies for each sentence
in Example 1 using Method II

Figure 7. Clustering of the frequencies using DBSCAN,
and modeling each cluster with linear regression, using
Method I for segmentation

For example, in Figure 6, i1 = 2 and i2 = 3, which means
that we have two peaks in the first segment, and three peaks
in the second segment. We need to cluster these frequency
points pik for ∀i, k, so that we have all the fundamental fre-
quencies associated to a specific note throughout the per-
formance in one class.

In order to cluster the frequency data points we used
Density-based spatial clustering (DBSCAN) from scikit in
Python. We then use linear regression to model each clus-
ter. Figures 7 and 8 show the result of this system for Ex-
ample 1 using Method I and Method II for segmentation
respectively. As can be seen in these Figures, we have de-
tected 5 cluster of points, each corresponds to a note. Each
cluster is marked in the graph with a separate color. The
first two clusters associated to the lower frequency notes
only appear at the beginning of the piece and have fewer
samples comparing to the other three clusters. The slope
of the lines in the linear regression shows the pattern of
change in the tuning during the course of the performance.
This method for quantification of pitch drift can be very
helpful in automatic transcription of unaccompanied vocal
pieces, especially when the pitch drift is significant. As
can be seen from the two Figures 7 and 8 the method of
segmentation did not effect the result significantly.

Figure 8. Clustering of the frequencies using DBSCAN,
and modeling each cluster with linear regression, using
Method II for segmentation
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