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ABSTRACT

Aecsthetic image compositions capture people’s attention.
For music content, music cover images and thumbnail im-
ages play an important role in enhancing visibility and
viewer engagement of the content. While image crop-
ping techniques can generate aesthetic image compositions
from a single image, generating image compositions from
multiple images for music content remains unexplored.
The challenge is to ensure that these image compositions
maintain a specified aspect ratio, possess high aesthetic
quality, and are contextually relevant to the music content.
To address this challenge, we propose a cover image com-
position method that generates aesthetic image composi-
tions from an image collection and retrieves image com-
positions suitable for music content. The key technical as-
pect involves constructing a multimodal embedding space
using multimodal image retrieval and cropping techniques.
Within this space, feature vectors of music audio, aesthetic
image compositions, and text with similar contexts can be
placed closely by optimizing them using our proposed loss
function. Given music content (music audio or text) as a
query, our method can retrieve image compositions suit-
able for the query on the basis of the similarities of their
feature vectors in the space. Through qualitative analysis
and quantitative evaluation, we demonstrate the effective-
ness of our proposed method.

1. INTRODUCTION

Visual content designed for music, such as cover and
thumbnail images, serves as the initial point of engage-
ment between music content and viewers, substantially
contributing to advertising music content and enriching the
viewing experience [1,2]. Consequently, musicians devote
their efforts to creating aesthetic cover (or thumbnail) im-
ages tailored to their music content. To create such im-
ages, some leverage stock images from sources like Adobe
Stock [3] and Unsplash [4]. The problem is that these stock
images do not always have the optimal aspect ratio re-
quired for such images, typically specified as 1:1 for cover
images and 16:9 for thumbnail images by online music ser-
vices. To address this problem, image cropping techniques
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Figure 1. Conceptual design of the task in this study. Our
objective is to retrieve image compositions suitable for a
music audio or text query. The image compositions are
generated from an image collection and fulfill three re-
quirements: they have a specified aspect ratio, high aes-
thetic quality, and contextual relevance to the query.

are used to generate aesthetic image compositions in the
specified aspect ratio.

Image cropping can identify aesthetic image composi-
tions within an image, considering factors such as saliency,
composition, and aesthetics [5]. Several studies have pro-
posed image cropping techniques aimed at selecting spe-
cific regions or objects within an image to align with the
user’s intention [6-9]. However, these techniques primar-
ily focus on cropping from a single image and do not as-
sist users in finding images from an image collection, such
as stock images. Given such a collection, generating aes-
thetic image compositions suitable for music content re-
mains challenging.

In this paper. we propose a cover image composition
method to address this challenge, as illustrated in Figure
1. Our method leverages music content (music audio or
text) as a query to retrieve suitable image compositions.
Such a query enables users to easily find their desired im-
age compositions. Furthermore, cover and thumbnail im-
ages must be adjusted to a specified aspect ratio, possess a
high aesthetic quality, and match the context of the music
content. Therefore, our method takes these requirements
into account when generating image compositions.

To generate such image compositions, our method uti-
lizes multimodal image retrieval and cropping techniques.
For the retrieval, we first construct a multimodal embed-
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ding space in which each music audio, image, and text is
represented as a feature vector by training respective en-
coders that embed them into the space.

To train the encoders, our method uses contrastive learn-
ing [10-12], a deep learning technique that embeds data
into the multimodal embedding space so that feature vec-
tors of similar context data are close to each other, while
those of dissimilar ones are far away. By optimizing the
space using contrastive learning, we can closely align the
feature vectors of music audio, images, and text with simi-
lar contexts, thereby facilitating the search for image com-
positions on the basis of a music audio (or text) query.

Additionally, we use image outpainting and cropping
techniques to ensure that the encoders identify images of
high aesthetic quality. Image outpainting can seamlessly
expand the boundary of an input image. We utilize the
mask-aware transformer (MAT) [13] to generate the out-
painted images of cover (or thumbnail) images. We then
train the encoders to prioritize cover (or thumbnail) images
over images randomly cropped from the outpainted images
in the multimodal embedding space.

The trained encoders can be utilized to embed a music
audio (or text) query and image compositions into the mul-
timodal embedding space. We use a grid-anchor formula-
tion [14] to generate image composition candidates from
each image in the image collection. Subsequently, we can
generate a ranked list of image composition candidates on
the basis of the similarity between the feature vectors of
the query and each candidate.

We qualitatively show the effectiveness of our method
using the TAD66K dataset [15] as the image collec-
tion. In addition, we demonstrate our method’s effective-
ness through quantitative evaluation on the public YT8M-
MusicVideo dataset [16] and the private Album Songs 5
Million (AS5M) dataset.

2. RELATED WORK

Image cropping automatically selects visually-appealing
regions or objects from an image for various applica-
tions [17]. Advancements in deep learning techniques have
enabled image cropping techniques to become more prac-
tical [18]. However, these techniques mainly focus on im-
proving the aesthetic quality of the cropped images, result-
ing in the images that do not capture the user’s intention.
Several studies have been pursuing the potential for fur-
ther advancement in image cropping, particularly in cap-
turing the user’s intention through multimodal input [6-9].
Santella et al. introduced a framework that implicitly uti-
lizes gaze-based interactions to identify accurate regions
of interest [6]. Bhattacharya et al. developed a frame-
work that recomposes an image on the basis of the user-
selected foreground object [7]. Horanyi et al. proposed
caption and aesthetic-guided image cropping, which lever-
ages pretrained models for image captioning and aesthetic
tasks [8]. Zhong et al. developed a framework that inte-
grates OWL-ViT [19] and DETR [19] to achieve query-
conditioned image cropping [9]. The drawback of these
image cropping techniques is that they only search for im-
age compositions in a single image. Our method can gener-

ate image compositions from multiple images, facilitating
the search for image compositions the users want.

3. PROPOSED METHOD

This section describes our proposed method. Figure 2
shows an overview of our proposed method.

3.1 Data Representation

Our method deals with three modalities of data: music au-
dio, images, and text. Here, we describe each data repre-
sentation in our method.

3.1.1 Music Audio Representation

The music audio is converted to a mel spectrogram through
a feature extractor of contrastive language-audio pretrain-
ing (CLAP) [20] available in Transformers [21], and our
audio encoder is trained using the spectrogram as input. To
train our audio encoder, we apply a masking technique [22]
and a random crop technique [23] to the spectrogram for
data augmentation. The masking technique generates ran-
dom masks on the spectrogram in both frequency and time
domains, and the random crop technique selects a random
section of the music audio.

3.1.2 Image Representation

We use an RGB image resized to 224 px x 224 px as in-
put for our image encoder. Since most datasets for im-
age cropping are single-modal, comprising only images,
multimodal datasets that include music audio are not read-
ily available. Hence, we create such a dataset using im-
age outpainting and cropping techniques. Specifically, we
utilize MAT [13], an outpainting technique, to expand the
boundary of the original cover (or thumbnail) image. We
resize the image such that its longer side becomes 224 pix-
els while maintaining the original aspect ratio, and then we
center the resized image and use MAT to outpaint around
it, resulting in an image size of 512px x 512px. Dur-
ing training, we operate under the assumption that the
region of the original image represents a more suitable
composition than randomly cropped regions from the out-
painted image. This approach is based on the actual design
workflow in which cover and thumbnail images are often
created by cropping from photos or illustrations. It has
the unprecedented advantage that original images actually
cropped by professionals can be used as correct answers
in this manner. To train our image encoder, we use both
the original and outpainted images. The outpainted images
undergo a series of data augmentation: a random resized
crop (with scale range [0.57, 1.43] and ratio range [0.4,
2.5]), a random horizontal flip (with a probability of 0.5),
and random erasing (with a probability of 0.2) [24].

3.1.3 Text Representation

We tokenized text generated by using a keyword-to-
caption augmentation technique [20] with a maximum
length of 77, which is the same setup as contrastive
language-image pretraining (CLIP) [25]. To train our
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Figure 2. Overview of the proposed method that leverages multimodal image retrieval and cropping techniques. Our
method utilizes music audio, images, and text. In multimodal image composition learning, we train encoders so that feature
vectors of music audio, an image, and text from the same song are close in a multimodal embedding space, whereas those
from different songs are far apart. Additionally, we use outpainting and cropping techniques to generate images. We also
train the encoders so that the feature vector of an aesthetic (i.e., original) image is closer to those of the corresponding music
audio and text than that of the generated image in the space. Once the training is completed, our cover image composition
method can generate a ranked list of image composition candidates for a given query from an image collection.

text encoder, keywords corresponding to metadata are ran-
domly dropped [26] at a ratio of 0.05 for each metadata.

3.2 Multimodal Image Composition Learning

This section describes our designs of each encoder and a
learning framework to train the encoders.

3.2.1 Encoder Architecture

We use an audio model of CLAP [20] as the audio en-
coder, and use image and text models of CLIP [25]
as the image and text encoders, respectively. We uti-
lized pretrained models available in Transformers [21]
(i.e., “laion/clap-htsat-fused” for CLAP (audio model) and
“openai/vit_base patch16.224" for CLIP (image and text
models)). During training, we updated the projection
layers of the encoders. Each encoder outputs a 512-
dimensional feature vector.

3.2.2 Learning Framework

To jointly train multiple modalities of data, contrastive
learning is an effective approach [16, 20, 25]. Inspired by
contrastive loss functions that calculate the loss on the ba-
sis of /V-pairs of instances (i.e., one positive pair and N —1
negative (or irrelevant) pairs) like N-pairs loss [10], In-
foNCE loss [11], and MoCo [12], we design a contrastive
loss function L that considers all pairwise combinations
of music audio, images, and text as follows:

g > Zlos

Ses§ i=1

(D

“m |S| osu/’

where m is a mini-batch size, 7 is a temperature scaling
parameter that controls the scale of the loss function, + in-
dicates a positive instance of an anchor, S is a similarity
matrix whose element Sj; is defined as the cosine similar-
ity sim(-, -) between an anchor and an instance in a mini-
batch, and S is a set of similarity matrices that are con-
structed by using all combinations of music audio feature
vectors {2}, i |magc feature vectors {z] }_,, and text
feature vectors {z! }"_,. While training, we also utilize
feature vectors of randomly cropped images, {z//}" ,, as
described in Section 3.1. The contrastive loss function is
effective for embedding contextually irrelevant data that
are far apart in the multimodal embedding space.

Furthermore, to facilitate the training of the encoders to
learn aesthetic image compositions, we design a hinge loss
function Ly inspired by the margin ranking loss [27, 28]
as follows:

m
Luy= Z max{0, a—sim(z{, z)+sim(z}, 2!")}
i=1

m
+Z max{0, a—sim(z], z{)+sim(z], 2{") }, (2)
i=1
where « is a margin. The hinge loss function is effective
for embedding the original image closer to the feature vec-
tor of the corresponding music audio (or text) than that of
the randomly cropped images in the space.
To leverage the advantages of both the contrastive and
hinge loss functions, we formulate a novel loss function
that incorporates those loss functions as follows:

L=Lc+Auly, (3)
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where \p is a weight.

3.3 Cover Image Composition Method

We use the grid-anchor formulation [14] to generate im-
age composition candidates with a specified aspect ratio
from each image in the image collection. First, image com-
position candidates are automatically determined by using
the grid-anchor formulation that constructs an image grid
with M x N bins on the original image. Each bin has a
width of Awpx and a height of Ahpx. Then, the grid-
anchor formulation chooses a region to be cropped by se-
lecting two anchor points so that the region is at least 40
percent of the size of the original image. This formulation
can efficiently determine image composition candidates of
a specified aspect ratio from the original image. We use
Aw = Ah = 12 when cropping an image with an aspect
ratio of 1:1 and Aw = 16, Ah = 9 for 16:9. The values
of M and N are automatically determined from the size of
each bin and the aspect ratio of the original image. As a re-
sult, we can obtain a dozen to several hundred image com-
position candidates of a specified aspect ratio from each
image in the image collection. Note that the number of
image composition candidates generated by the proposed
method depends on the size of each image.

Then, we can calculate how an image composition candi-
date matches a query as follows:

F; = sim(29, 2) )
where z and z! are the feature vectors of the query and
the ¢-th instance of the image composition candidates, re-
spectively. We calculate feature vectors of the query and
image composition candidates using the trained encoders.
By sorting the values {F;} in descending order, we can
obtain a ranked list of the image composition candidates.

4. EXPERIMENTS AND RESULTS

This section describes a qualitative analysis and compari-
son experiments to evaluate our method’s effectiveness.

4.1 Dataset

We utilized three datasets (one image dataset and two mul-
timodal datasets) in our experiments.

4.1.1 Image dataset

The TAD66K dataset [15] is specifically designed for
image aesthetics assessment. The dataset contains over
66K images of various aspect ratios, covering 47 popular
themes. We utilized this dataset as the image collection.

4.1.2 Multimodal dataset

The YT8M-MusicVideo dataset [16] is a subset of the
YouTube-8M dataset [30], comprising videos tagged as
“music video.” We collected 73,113 triplets consisting of
music audio (average length of 4 min with a 48§ kHz sam-
pling rate), the corresponding thumbnail image (an RGB
image with an aspect ratio of 16:9), and the corresponding
metadata including title, channel name, and upload date on

YouTube from 60,785 YouTube channels. We randomly
split the dataset into training (64,001 songs), validation
(7,112 songs), and test (2,000 songs) sets with no channels
overlapping across these sets.

The ASSM dataset is a private dataset containing triplets
of a music audio excerpt (a 30 s audio preview for trial lis-
tening, with a 44.1 kHz sampling rate), the corresponding
cover image (a square RGB image), and the correspond-
ing metadata including song title, artist name, collection
name, music genre, and release date. The dataset con-
tains 5,920,828 music audio excerpts and their metadata by
174,629 artists, and 1,115,668 cover images. Because mul-
tiple excerpts from an album are associated with a single
cover image, each image corresponds to about 5.3 excerpts
on average. The excerpts, typically representative music
sections, were already cropped on a music streaming ser-
vice from which they were crawled. The corresponding
cover images and metadata were crawled simultaneously.
The songs encompass a variety of music genres (over 250,
according to the streaming service). We randomly split
the dataset into training, validation, and test sets with an
eight-one-one ratio and with no artists or images overlap-
ping across these sets. For evaluation, we constructed ten
folds of test subsets by randomly selecting 2,000 triplets
of a music audio excerpt, cover image, and text prompt for
each fold from the test set.

We determined the size of each test set by following the
setup used in related works [16,31].

4.2 Qualitative Analysis

We performed a qualitative analysis to demonstrate that
the proposed method can generate aesthetic image com-
position candidates and retrieve appropriate image com-
positions in response to each query. The most effective
way to demonstrate the proposed method is to test it on
real examples [16]. We thus used music audio available on
YouTube ! as music audio queries, and text available on
Wikipedia? as text queries. The queries were selected on
the basis of their high popularity, that is, hit charts (rank-
ings) of music sales and YouTube views. For the image
collection, we used all images in the TAD66K dataset [15].

Figure 3 shows example results of our method. The im-
ages in the top and bottom four rows are formatted in an
aspect ratio of 16:9 and 1:1, respectively. From the ranked
list, we list the top two images as “most matched”, the mid-
dle three images as “moderately matched”, and the bottom
two as “least matched.” The results show that our method
captures the property of each query and retrieves image
compositions that match either the music audio or text
queries. For example, in the case of “White Christmas”
(third row of Figure 3), the word “Christmas” resulted in
the most matched images, such as the board shaped like
Santa Claus, decorated Christmas tree, and star-shaped
ornament. In the case of “Call Me Maybe” (fifth row
of Figure 3), the top ranked results feature charming im-
ages since the song is categorized as teen-pop. Altogether,

"Each music audio query in Figure 3 can be accessed at
https://youtu.be/{ID}.

2 We used the first paragraph that introduces a song. Each text query
in Figure 3 can be accessed at https://en.wikipedia.org/wiki/{Url}.
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Gloria Gaynor
“I Will Survive”

ID: 6dYWelc30yU
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—. John Legend
@ “All of Me”
1D: 450p7goxZqg
Bing Crosby
“White Christmas”
Url: White_Christmas_(song)

Lady Gaga
“Poker Face”
Url: Poker_Face_(song)

Carly Rae Jepsen
“Call Me Maybe”
1D: fWNaR-nxAic

Elton John
“Candle in the Wind 1997
ID: sxb0GeS4glL8

Flo Rida ft. T-Pain
“Low”
Url: Low_(Flo_Rida_song)

Adele
“Hello”
Url: Hello_(Adele_song)

-
.
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Figure 3.
dataset [29]. The query with the headphone icon !
while the query with the text icon =

“most matched” images are similar in context, showing
that the multimodal embedding space is well constructed.
These results demonstrate that the proposed method can re-
trieve appropriate image compositions in response to each

query.

4.3 Study on Multimodal Image Composition
Learning

While training the encoders, we assumed that a combi-
nation of music audio, an image, and text from the same
song is positive, whereas a combination from different
songs is negative. In addition, we designed our loss func-
tion so that the acsthetic (i.c., original) image is closer to
the corresponding music audio (or text) than the randomly
cropped images in the multimodal embedding space. We
thus quantitatively evaluated how closely the feature vec-
tors of an original pair are located in the multimodal em-
bedding space.

4.3.1 Experimental Setup

Training Details. Our implementation was based on Py-
Torch [32). We used 16 NVIDIA V100 GPUs under each
experimental condition. Each GPU computed 128 triplets
of music audio, images, and text per iteration. When train-
ing the encoders, we used the Adam optimizer [33] with an
initial learning rate of 1.0e-4. We set the weight A to 1.0
and the margin  to 0.0. Following the setup in MoCo [11],
we also set the temperature-scaling value 7 to 0.07.

Evaluation Metrics. We used the recall@k (R@Kk), which
is the standard evaluation metric in retrieval tasks, to assess
the accuracy with which each method could find the orig-
inal image corresponding to a music audio (or text) query

Example results, showcasing ranked lists of image composition candidates generated from the TAD66K
' represents a music audio query (hctps://youtu.be/6dYiele3doyy, e,
represenls atext query (https://en.wikipedia.org/wiki/White_Christmas_(song),etc).

from the image collection. R@¥k evaluates how much cor-
rect content is retrieved in the top results. A higher recall at
a given k& means that the retrieval method is more practical.
We displayed R@#k as a percentage.

In addition, we used the intersection over union (IoU),
which is the standard evaluation metric in image cropping,
to assess how precisely each method could identify the re-
gion of the original image within the outpainted image. For
this evaluation, we used the original image and a hundred
images randomly cropped from the outpainted images as
the image composition candidates. We calculated the ToU
between the region of the original image and that of the top
ranked image composition retrieved by each method. We
then averaged the obtained IoU scores over the test set.

4.3.2 Conditions

To demonstrate the effectiveness of our method, we com-
pared the following four methods.

« Baseline solely used the contrastive loss function,
where the similarity matrices only consist of cross-
modal feature vectors (e.g., sim(27, z])).

Baseline + Self-modal supervision solely used the
contrastive loss function, where the similarity ma-
trices consist of self-modal feature vectors (e.g.,
sim(z{!, 2')) in addition to cross-modal feature
vectors.

Baseline + Self-modal supervision + Outpainted
images solely used the contrastive loss function,
where the similarity matrices consist of the fea-
ture vectors of randomly cropped images (e.g.,
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Table 1. Results for R@k and IoU on the test set of the YT8M-MusicVideo dataset [16] with k set to 1, 5, and 10.

Method Music-to-Image Text-to-Image
R@1t R@51T R@I10tT IoUT R@IT R@57T R@10t IoUT
Baseline 0.75 3.25 5.45 0.3415  3.45 8.10 10.60  0.4787
+ Self-modal supervision 0.75 3.35 5.95 0.3669  3.70 8.15 10.75  0.4872
+ QOutpainted images 0.85 4.10 6.80 0.3722  3.60 7.95 10.60  0.5096
+ Hinge loss function (ours)  0.85 4.30 715 0.4415  3.55 8.00 10.75  0.5271

— Table 2, Results for R@K and loU on the test subsets of the ASSM dataset with ksetto 1,

loss functions as described in Section 3.2.

Method Music-to-Image Text-to-Image
R@1 1 IoU 1 R@1 1 IoU 7
Baseline 1.77+£0.27 04294 £0.009 6.57+£0.33  0.6679 £ 0.005
+ Self-modal supervision 2.22+0.18 04524 +£0.006 6.40 +0.34 0.6754 + 0.006
+ Outpainted images 225+0.26 04391 £0.005 6.39+£0.36 0.6880 % 0.007
+ Hinge loss function (ours) 2.44 +0.25 0.4766 +0.008 6.70+0.31 0.6817 + 0.007
sim(z{, z{)) in addition to self- and cross-modal Music genre
feature vectors. R o 8
* Baseline + Self-modal supervision + Qutpainted L YW
images + Hinge loss function, which is our pro- el B e
posed method, used both the contrastive and hinge o W

To quantitatively evaluate the performance of each
method, we set up two tasks, Music-to-Image and Text-
to-Image, in which music audio and text were used as a
query, respectively, to retrieve a corresponding image and
identify a corresponding region.

4.3.3 Results

Table 1 shows that our method generally outperformed the
baseline method by 0.1 points for R@1, 1.05 points for
R@5, 1.7 points for R@ 10, and 0.1 points for IoU in the
Music-to-Image task, and by 0.1 points for R@1, 0.15
points for R@10, and 0.0484 points for IoU in the Text-to-
Image task on the YT8M-MusicVideo dataset. Likewise,
Table 2 shows that our method outperformed the baseline
method by 0.67 points for R@1 and 0.0472 points for IoU
in the Music-to-Image task, and by 0.13 points for R@1
and 0.0138 points for IoU in the Text-to-Image task on the
AS5M dataset.

These results demonstrate the effectiveness of our mul-
timodal image composition learning. That is, our method
can closely align the feature vector of the given query with
that of the corresponding image of high aesthetic quality
in the multimodal embedding space. Thus, our proposed
method can effectively retrieve image compositions that
are suitable for the query.

4.3.4 Visualization of Feature Vectors

We further investigated the nature of obtained feature vec-
tors to clarify which query properties facilitate our pro-
posed multimodal image composition learning. For ex-
ample, Libeks et al. found that cover images were char-
acterized by music genre [35]. Here, we explored music

o Pop Electronic ® Jorma Kaukonen e 40

e Hp-Hop/Rap Classical e A2 ®  Walter Gleseking
& Dance Rock & Daniel O'Dennell @ The Beatles

®  NewAge s Atemative & Don Golath s PRay Connit!

e jaz Soundtrack ® Neil Diamond ® Al Bowlly

Figure 4. Visualization of music audio, image, and text
feature vectors in the test subsets of the ASSM dataset with
respect to music genre tags (left) and artist tags (right).
These are visualized using t-SNE [34].

genre and artist tags. We used the test subsets of the ASSM
dataset. The feature vectors were visualized by using t-
SNE [34] to project them to a two-dimensional space.

The left side of Figure 4 visualizes feature vectors by
genre tags. We used the feature vectors of the music au-
dio, images, and text for 12,180 songs in the top 10 most
popular genres in the dataset. The result shows that feature
vectors form clusters for each of several genres, such as
Hip-Hop/Rap and Classical. That is, music audio, images,
and text in each of these genres are closely associated with
each other. The right side of Figure 4 visualizes feature
vectors by artist tags. We used the feature vectors for 757
songs by the top 10 most popular artists in the dataset. Sur-
prisingly, the result shows that feature vectors are clearly
separated by each artist tag, while we simply assumed that
a combination of music audio, an image, and text from the
same song is positive. That is, music embodies the unique
personality of each artist.

These results demonstrate that our proposed method suc-
cessfully trains the encoders so that the feature vectors of
music audio, images, and text with similar contexts are
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close to each other in the multimodal embedding space.

5. DISCUSSION

The proposed method is useful in various situations, e.g.,
when musicians want to add a cover (or thumbnail) image
to their own music, using a large collection of images or
photographs that they personally own or that are free of
rights issues. The retrieved image composition can be used
as is or further adjusted as a cover (or thumbnail) image.

In such a situation, one might wonder why not use recent
multimodal generative models capable of generating cover
images from various inputs [36]. A primary concern with
generative techniques is the potential to replicate existing
images from training data [37,38]. For musicians, legal
ambiguities and risks of using generated images can be a
substantial drawback.

In contrast, the use of self-collected or owned images or
commercial stock images is free of rights concerns and is
likely to be the preferred option, especially for commer-
cial use. Therefore, this paper focuses on the unique chal-
lenge of retrieving cover image compositions from an im-
age collection without daring to consider using the gener-
ative models.

6. CONCLUSION

We proposed a method of retrieving image compositions
suitable for a music audio (or text) query. The contribu-
tions of this paper can be summarized as follows. First, to
ensure that image compositions have the specified aspect
ratio, high aesthetic quality, and contextual relevance to the
query, we utilized multimodal image retrieval and cropping
techniques, which offer a novel solution to this challenge.
Second, we demonstrated that the proposed method can
retrieve image compositions suitable for queries, as our
qualitative analysis shows. Third, our proposed method
succeeded in training the encoders so that the feature vec-
tors of music audio, images, and text from the same song
(i.e., those with similar contexts) are close to each other in
the multimodal embedding space, as demonstrated by our
quantitative evaluation.

This work will lead to further development of assistive
tools that can deal with various music content.
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