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ABSTRACT

The convergence of digital sound technologies and immer-
sive computing presents a fertile ground for experimenta-
tion, enabling artists to craft immersive sonic experiences
that push the boundaries of traditional creative processes
and promoting the active involvement of both artists and
audiences, fostering creative collaborations and deep cog-
nitive and emotional connections. However, in distributed
performance settings, immersive environments bring chal-
lenges in terms of involvement, since the contexts in which
both the performers and the audience are inserted are dis-
tinct. This, in turn, requires the development of new strate-
gies and techniques to engage with digital sound, since this
artifact is responsible for interconnecting the contexts of
such environments. Based on this, we outline the archi-
tecture of a system aimed at creating immersive environ-
ments for distributed performance using an artificial co-
creative agent. Also, we discuss both the computer imple-
mentation and performance tests of the DSP calculation to
measure its feasibility in real-time performances. Finally,
we consider that this architecture opens up new paths for
involving human-computer interaction, offering innovative
strategies for sound design in distributed performance con-
texts and the creation of accessible digital sound systems
on the web.

1. INTRODUCTION

The emergence of new technologies, marked by the ex-
ponential growth in CPU/GPU processing power and the
reduction of devices, has opened up new possibilities for
integrating immersive technologies in the domains of mu-
sic and performance art.

These emergent technologies also enabled the rise of sys-
tems that allow the connection of a set of technologies
and objects in embedded systems, which grant communi-
cation and interaction between different elements over the
internet [1], and helped to integrate local environmental
information through motion sensors, cameras, and micro-

Copyright: © 2024. This is an open-access article distributed under the terms

of the Creative Commons Attribution 3.0 Unported License, which permits unre-

stricted use, distribution, and reproduction in any medium, provided the original

author and source are credited.

phones, since mobile devices connected to the web create a
much more connected environment and supply users with
easy access to multimedia content [2].

Also, the specification and implementation of Applica-
tion Programming Interfaces (APIs), Websocket proto-
cols, synchronous and asynchronous processing, and other
paradigms, infrastructures, and toolkit which are integrated
into the environment and development of the web applica-
tions, have fostered the web platform into a fertile play-
ground for artists and musicians [3], simplifying and de-
mocratizing the use of devices for sound diffusion, spa-
tially distributed rendering, and the exploration of both so-
cial and sound interactions in their performances and cre-
ative projects.

Altogether, this interconnection promoted the active in-
volvement of both artists and audiences, furthering creative
collaborations and deep cognitive and emotional connec-
tions, drawing on a wealth of perceptual, motor and affec-
tive resources, enriching the experiences of all participants
involved.

Nevertheless, Networked Music Performances still
presents some challenges and drawbacks. These include
the requirement for robust technological infrastructure fa-
cilitating seamless communication among devices, as well
as ensuring connectivity conducive to meaningful perfor-
mances [1,4]. Moreover, the scarcity of sophisticated,
simple-to-use tools tailored for non-expert users have re-
quired both researchers and artists to familiarize them-
selves with fundamental technologies [3]. Lastly, latency
mitigation represents another significant challenge, given
musicians’ highly sensitivity to interaction delays. In a
network performance setting, such delays are not only un-
avoidable but also have a physical lower limit [5].

In this paper, we propose a system’s architecture which,
based on management guided by an artificial co-creative
agent, enables geographically distributed web-based musi-
cal performances. For such, we developed a prototype sys-
tem called JANIS (Joint Audio Networking Interactive Sys-
tem) to devise engagement based on symbolic interactions
[6]. This enables both musicians and co-creative agents
to interact, learn and progress with each other through
a cross-learning process which allows them to share at-
tributes — such as intentionality, relevance, adequacy, aim,
discovery and style [6] — and structures in both micro and
macro scenarios.
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This discussion contributes for the understanding and de-
velopment of better strategies to engage and adapt mu-
sicians in contexts of distributed performance, enhancing
their perceptual aspects and experience in a Networked
Music Performance (NMP) context.

The remainder of this paper is organized as follows: in
section 2, we provide an explanation about the concepts
of co-creativity and the use of symbolic interaction to pro-
duce relationships between musicians and artificial agent.
Section 3 presents a brief description about current tech-
nologies in Networked Music Performance research field.
In Section 4 we address the architecture of JANIS sys-
tem, the structure developed to process digital audio signal,
which allows artificial co-creative agent’s decisions during
performance, and some initial results. Finally, Section 5
presents concluding remarks.

2. CO-CREATIVITY AND SYMBOLIC
INTERACTION

The definition of concepts and psychological aspects re-
lated to creativity is something that has produced an exten-
sive literature ranging from the definition of creativity in
the creative process of the arts [7], the creativity of impor-
tant creators in the history of humanity [8], and the mani-
festation of creativity as a kind of catalytic energy [9].

In practical terms, we can define creativity as the ability
to come up with ideas or artifacts that are new, surprising
and valuable [10]. Moreover, as creativity is grounded in
everyday abilities — such as conceptual thinking, percep-
tion, memory, and reflective self-criticism — it can be de-
fined as an aspect of human intelligence in general [10],
entering into virtually every aspect of life and being part,
to some extent, of everyone’s ability to be creative.

Thus, whether from ideas — such as concepts, poems,
musical compositions, scientific theories, culinary recipes,
choreography, jokes and so on — or from artifacts — paint-
ings, sculptures, steam engines, vacuum cleaners, pot-
tery, origami, penny whistles and many other things we
can name — creativity happens from the correspondence to
three types of surprise [10]: by making unfamiliar combi-
nations of familiar ideas, by the exploration of conceptual
spaces in people’s minds, or by the transformation of these
conceptual spaces, which ends up transgressing the space
of creation.

In recent years, some theorists, such as Williams [11], de-
fine creativity as a dynamic and iterative process that un-
folds when individuals actively engage and disengage with
a multifaceted array of stimuli — ranging from interactions
with fellow individuals to immersion in diverse informa-
tion, ideas, and the physical environment.

Also, creativity manifests itself through the prism of nov-
elty, utility, and a grounding in reality with discernible
goals and developmental progression over time [11], ex-
tending beyond a binary perspective, encompassing a con-
tinuum that spans from small-c creativity, focusing on
problem-solving and incremental improvements, to big-C
creativity, which exerts profound influences on cultures.

Crucially, the social dimension emerges as a pivotal el-
ement, highlighting creativity as an inherently social ac-

tivity where interactions with both the social and physical
environment shape the creative process [11]. Moreover,
the intrinsic nature of creativity positions it as an autotelic
pursuit, where the enjoyment derived from the process it-
self serves as a potent catalyst for producing outcomes of
heightened creative merit [11].

When we focus on this perspective of creativity in the
field of computer music, we see in recent years the devel-
opment of interactive systems rooted in the evaluation of
historical data, in attention to the ongoing sound environ-
ment, and dynamic forecasting strategies spanning multi-
ple time scales, being designed for real-time responsive in-
teractions and forward-looking projections [6].

The combination, therefore, of temporal and spatial ele-
ments generated by both the algorithms and the dynamic
composition, provides a creative projection space capable
of sustaining and constantly reviving the musicians’ inter-
est in creating with an artificial agents.

Furthermore, the reciprocal causality fostered by the in-
teraction between agents — whether they are real or artifi-
cial — shows us that, from a cognitive point of view, they
come together in joint action to show each other the paths
of performance [12, 13], with their reciprocal production
also being a source of learning for others, that is, their re-
lationships are not causal, but causative [12].

This situation of adaptive interdependence is qualified
within the musical domain as symbolic interaction [6] and
involves every level of musical representation. Whether at
the level of signal, structure, real or simulated cognitive
modalities, these interactions are distributed between hu-
man and artificial agents.

It is from this context, thus, that co-creativity is estab-
lished, arising emergent processes that, based on inter-
twined musical contributions from humans and machines,
goes beyond the mere sum of their individual capabili-
ties [6]. This collaborative process gives rise to unexpected
outcomes, influencing the internal states of the performers
through intricate dynamics, resulting in moments of tran-
quility, gradual progression, or abrupt shifts.

At its core, co-creativity — whether produced by human-
human or human-computer interaction — is facilitated
by generative learning mechanisms that are both cross-
referenced and reflexive, with each agent’s input at a given
time combining its own productions with those of others,
all while incorporating memories of past interactions [6].
This interplay fosters a rich and dynamic creative envi-
ronment, where human and machine coalesce to produce
novel and evolving musical expressions.

The synergy produced by the agents articulates actions
and dynamic formations unattainable through individual
efforts. The emerging forms evolve in a non-linear way,
defying conventional molds and norms. This underlines
the ability of co-creativity to not be a mere aggregation of
individual contributions, but rather the birth of new and ir-
reducible expressions.

As we discussed in this section, symbolic interactions
can provide emergent processes during performance that
require adaptation from both human and artificial perform-
ers, establishing a process that we can call co-creativity.
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This gives rise to elements that, from our cognitive point
of view and in accordance with the definitions of creativity
described previously, can be characterized as novelty.

In our proposal, the Networked Music Performance me-
diated by co-creative agent provides the exchange of musi-
cal information in real-time and induces adaptative actions
from both geographically distributed musicians and the ar-
tificial agent itself. In this way, we project such musical
experience to bring new meanings to NMP experiences.

Next, we discuss the current technological tools in NMP
research field.

3. CURRENT TECHNOLOGY IN NETWORKED
MUSIC PERFORMANCE

The design and development of Networked Music Perfor-
mance tools can be divided into three parts: a) the design
and development of systems and/or interfaces; b) the de-
sign and development of protocols to establish communi-
cation between distributed agents over the network; c) the
design of sound artifacts and the performance itself;

From the late 1990s through the early years of the 21st
century, researchers focused on projects that aimed to
achieve high-quality, real-time Networked Music Perfor-
mance [14]. This performance, in addition to raising
questions from a technological point of view, also led re-
searchers to analyze the cultural implications that such in-
stallations imposed on musicians and producers [14], es-
tablishing strategies to increase the level of interactions
between musicians who collaborate through network con-
nections.

Thus, the challenges imposed at this stage of the NMP re-
search field resulted in three approaches to designing NMP
tools [14], namely:

* Realistic Jam Approach: When real-time live mu-
sical interactions are crucial, requiring geographi-
cally displaced musicians to come as close as possi-
ble to feeling like they are playing in the same space;

e Latency Accepting Approach: It considers the
internet as a decentralized and space-independent
medium. Therefore, efforts are focused on finding
new forms of delayed musical interaction;

* Remote Recording Approach: It involves produc-
ing music using the internet as a medium for re-
mote recording sessions, thus overcoming latencies
for real human-to-human interactions to occur is not
the goal.

As an example of technologies and tools included in each
of these approaches we can mention: Soundjack' [15],
Ninjam 2 and VSTunnel.

From this scenario, and with the increasingly accelerated
revolutions in processing capacity and connection between
devices, we have seen in recent decades the increasingly
prominent development of tools and technologies aimed at
distributed and web-based music systems for performance.

"https://www.soundjack.eu/
2https://www.cockos.com/ninjam/

Moreover, the advancement of techniques and tools for
the development of web platforms — made possible by the
architectures, protocols, infrastructures and frameworks
that are standardized in the market — makes us divert our
focus from simply exploring and probing the possibilities
and opportunities inherent in distributed and web-based
music systems [3], allowing us to delve deeper into the
characterization and implementation of experimental plat-
forms that can function as a shared space for artists and re-
searchers. In that sense, Pteroptyx Malaccae and Clock(s)
[3] are good examples because they allow modularization
as clients of a distributed system, reusing and adapting
many existing software components such as clock synchro-
nization, scheduling, stream processing or functionalities
offered by existing frameworks.

However, although these technologies aim to simplify
and democratize the experimental implementation of plat-
forms dedicated to distributed and interactive web-based
musical systems for artists and researchers in exploratory
tasks, they were emergent technologies and had drawbacks
related to the simplification of experimentation for non-
specialist developer users such as composers, researchers
or computer music designers.

Another issue currently imposed on the technological
scenario in the NMP field is the creation of dynamic
network infrastructures capable of connecting anything —
whether they are physical or virtual objects — through dif-
ferent means of communication. This enables the collec-
tion of any type of information that can further be commu-
nicated and controlled via the Internet. The sensitivity and
ability of devices to react and change their behavior based
on the context and environment in which they are inserted,
as well as the way they treat and exchange data with other
devices that are connected to them, is a factor that it has
been explored and placed in question.

As an example of this kind of technology is Sunflower
[16, 17], an environment design that tries to contribute to
solving the recurrent problems related to standardization,
interoperability, privacy, and security between devices in
a context of IoT musical technologies. Also, it handles
different pieces of information, such as audio, video and
control, in order to expand the capacity of non-musicians
to participate and assist in an artistic creative process [17].

In order to support the interaction with all sort of mu-
sical things, Sunflower’s management layer was inspired
by other tools that work similarly, such as Libmapper [18]
and Medusa [19], and also in tools present in musical desk-
tops, like ALSA MIDI?3 and QJackCtl* [16]. Neverthe-
less, even though Sunflower is a playful and intuitive plat-
form, which allows multiple users with different objectives
and skill levels to use it without any major problems, it
does not necessarily guarantee a good user experience in
controlling the sound artifacts or other piece information
in musical activities. This, however, is out of the scope of
this paper.

Recently, given the social isolation caused by COVID-19
and motivated by the challenge of creating and interacting

3nttps://www.alsa-project.org/
4https://qjackctl.sourceforge.io/
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with other artists remotely, grainBIRD [20] was developed
having as a concept a haze of mobile devices generating
granular sounds via OSC messages within a network.

grainBIRD’s network communication was based on 10T,
Cloud computing and Fog computing paradigms, being de-
rived from the concept of the laptop orchestra. The design
of grainBIRD’s app applied the notion of cloud and fog
computing architecture, in order to enable both local in-
teractions and performances over a network of mobile de-
vices [20].

As much as this technology interacts with the possibil-
ity of co-creation through the Internet and also with the
paradigm of Ubiquitous Music, its multiple performance
configurations can be further explored to obtain significant
artistic results to promote engagement among performers
connected to the network.

To summarize, it is clear that although the area of NMP
has produced an extensive literature, its efforts are still re-
lated to technical aspects inherent to the development of
the tools that are proposed. However, as musical practices
offer a valuable mean for exploring the connections be-
tween perception, action, and meaning within the dynamic
interplay among performers, audiences, and their environ-
ment [21], we see in this gap an important contribution
to researches on perceptual aspects in the context of Net-
worked Musical Performance.

It is in this context, thus, that the JANIS system is pro-
posed, fostering the engagement and adaptation of perfor-
mances in a NMP context based on an architecture which
will be further explained in the next section.

4. ARCHITECTURE AND DEVELOPMENT
STRUCTURES

In this section, we will focus on describing the architec-
ture of JANIS (Joint Audio Networked Interactive System),
a prototype system that aims to manage interactive per-
formances through the web from an artificial co-creative
agent.

Also, we will highlight the applied digital signal process-
ing and the similarity calculation between pre-recorded
signals and real-time signals to guarantee the artificial
agent its independence for decision making.

Finally, we combined the results obtained from the digital
signal processing, along with the concept of co-creativity
explained in Section 2, to highlight some preliminary re-
sults.

4.1 User interaction and system’s architecture

The starting point for using the JANIS system is the user
interface created to perform interactions based on pre-
defined actions. This interface, as shown in Figure 1, has
buttons that, when clicked by the users, trigger actions such
as recording, analyzing, comparing audio signals, among
others.

These actions, in turn, are perceived by the users through
a chat, in which they receive messages from the agent indi-
cating which actions it has just performed, or through the
signal graph, which indicates the capture of the audio and

path-to-folder
path-to-folder
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Figure 1: System’s user interface which makes interaction
between user and co-creative artificial agent possible.

fi
i

Figure 2: Architecture schema of co-creative system.

its reception by the agent. A more detailed description of
these actions and the routines performed both by the users
and the server side can be seen in the Table 1.

In order to establish communication between the client
and the server, in this case between the user and the co-
creative agent, the Websocket protocol was employed.
This protocol selection was chosen because, unlike the
HTTP protocol — which terminates its connections upon
receiving a response — Websocket maintains two-way com-
munication, ensuring continuous connectivity until termi-
nation is initiated by one of the parties [22].

Moreover, the decision to use the Websocket protocol
stems from its ability to efficiently handle a considerable
volume of messages within a defined time frame [22], con-
sequently increasing the system’s capacity to process the
continuous flow of information that a performance can pro-
duce.
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Table 1: Actions and routines make in front-end and back-end

Actions Front-end routine Back-end routine
Process the audio data and stores it in a wave file,
record Send audio data to back-end process it returning a warning message to the user
that audio has been recorded
. Extract parameters from the signal and save it in a file,
Send a message to the back-end requesting P . &
analyse . . returning a message to the front that the
analysis of recorded audio .
audios have been analyzed
Send this message to start sending o . . .
open . . Start monitoring audio data in real time
real-time audio signal to the back
Send this message to the back to start comparing  Process captured audio data in real time and compares
compare the audio files with the captured it with data pre-recorded by the record
signal in real time command
. Stop comparing data captured in real time
stop Sends message to stop comparison .
and pre-recorded audio
close Send message to close real-time audio capture Close real-time audio capture

By choosing this type of protocol, therefore, our focus
was on ensuring means for external events to the system,
in this case the musical performance, to determine the pro-
gram’s execution flow, as its different formats, in this case
its different symbolic interactions, made the system listens
to events that happen over time and react to them as they
occurred.

This allowed us to structure an architecture with greater
flexibility and responsiveness, in addition to seeking better
performance and a consistent structure capable of support-
ing the volume of data to be processed.

In this way, the server implementation was defined based
on four layers, namely:

* Client Manager: Responsible for managing user
connections, as well as sending messages to a spe-
cific user, or to other connected users;

* Server Handler: Responsible for handling server
routines and managing messages received from
clients and send to be processed by service layer;

» Service: Responsible for carrying out actions re-
quested by users;

e Publisher: Responsible for publishing messages or
data to be executed or processed by third-party sys-
tems.

To complement the scope of the system, as shown in Fig-
ure 2, the server sends information to third-party systems
to synthesize sounds using different processes. In our case,
we choose Supercollider as an instance to produce FM,
Granular, and Wavetable synthesis.

It is worth mentioning that this communication is carried
out using the Open Sound Control (OSC) protocol, which
makes it possible to use the system with other types of
sound synthesis programs, such as Max/MSP or PureData.

This sending of data is carried out by calculating the sim-
ilarity between the sound captured in real time and other

pre-recorded sounds, which will be better highlighted in
the next subsection.

4.2 Digital signal processing and computing similarity

As the structured architecture proposed and explained in
subsection 4.1 aims at a reactive approach to the various
symbolic interactions that occur between human and artifi-
cial agents throughout the performance, both DSP analysis
and similarity calculations should follow this same princi-
ple, as they should not interrupt or block the data flow to
be processed.

Thus, the starting point for performing calculations on
both pre-recorded and real-time audio signals s is given by
the root mean square of them, as shown in (1):

1 (t+1)-K—1
f6) =% kZK s(k)2, 8))
=t-

where K is the number of samples we have in a frame
and ¢ is the frame where root mean square (RMS) will be
computed.

After that, and as shown in (2), the gradient is computed
using second order accurate central differences in the in-
terior points and either first order accurate one-sides (for-
ward or backwards) differences at the boundaries:

Vi) = f(ti+1)2—hf(tz‘71)

where ¢; is the frame, & is a non-homogeneous step size
and O (h2) represents the order of error proportional to
2

+0 (h?), )

To avoid huge distortions, and to extract meaningful re-
sults, this gradient is normalized using (3):

X - Xmin
Xmax - Xmin7

where X is the array resulted from gradient’s calculation.

Xnorm = (3)
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The data resulted in this gradient computation is analyzed
in order to find the peaks of the signal, which takes into ac-
count a one-dimensional data series defining a local maxi-
mum as a point z such that:

)

To avoid inappropriate local maxima, we can optionally
select conditions such as height, limit, distance, promi-
nence and width that are adjusted according to processes
and data obtained in each performance.

These values are then stored in files that can be used
throughout the performance to calculate the similarity with
the signals captured in real time.

To calculate the similarity between these signals, the co-
sine of the angle produced by their arrays is computed, as
shown in (5):

T < x; and x; > Tig1-

u- U

®)

similarity (4, ¥) TGk
where ¢ and ¥ are, respectively, the vectors of input and
pre-recorded signals peaks computation, - is the dot prod-
uct and |||| is the Euclidean norm.

The closer the value of this angle’s cosine is to zero, given
a minimum threshold also defined from the data obtained
in each performance, the more similarity is detected by the
artificial agent.

This similarity, therefore, allows this artificial agent to
make decisions throughout the performance and contribute
co-creatively with the performers in the production of
emergent processes.

Also, given the indeterminacy of each result obtained in
the various performances, musicians have to adapt to the
adverse conditions that each one may generate, even more
so when thinking about a geographically distributed per-
formance context.

In other words, this allows us to raise questions about
what conditions musicians are able to adapt and to adjust
their anticipation according to the confirmations or sur-
prises that occur, the ability to enjoy artistic freedom, and
the amount of interest inspired by the productions of the
machines based on reciprocal intentionality.

4.3 Digital Signal Processing Performance and
Discussion

We carried out some tests of JANIS system’s digital signal
processing calculation — to measure its feasibility in real-
time performances. In this setting, a classic guitar stan-
dalone solo performance was evaluated.

Figure 3 shows the computation of the peaks obtained
from the RMS gradient of the guitar signal, applied to dif-
ferent attack and sound production modes.

To detect the peaks, tests were applied with a threshold
varying from 0.3 to 0.5 according to the variance that each
attack mode could produce.

Furthermore, we decided to analyze the spectrogram of
each signal, as shown in Figure 4, in order to identify
which scenarios detection could be inefficient given the
complexity of the sound spectrum formed.
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Figure 3: Peak finding results applied in different attack
and sound production modes.
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From the graphs presented, it is possible to evaluate that
sounds that are more defined in terms of their spectrum,
such as those presented by fingering and tremolo, have less
inaccuracy in detecting their peaks, whether they are at
points of greater magnitude or high variance.

For less defined sounds, such as chords and rhythm, de-
pending on the defined threshold values, we see some in-
accuracy in finding peak points in the RMS gradient.

This shows that, depending on the parameterization cho-
sen for each performance, the actions of the artificial agent
can vary significantly according to what it is “hearing”.
This means that the musician also needs to be attentive
and present, being able to produce meaningful interactions
based on the cognitive stimuli that the artificial agent may
provides.

Also, by projecting the similarity of the input signal based
on the greater or lesser clarity in the segmentation of pre-
recorded signals, we can control the synthesis parame-
ters to generate distinct sounds from a given configuration.
For example, if the input signal has high energy and the
segmentation is clearer, we can work on the harmonicity,
rhythm or even the amplitude of the output signal to be
clearer, periodic or harmonic. If the signal has less energy
and the segmentation is less clear, these same characteris-
tics can result in sounds that are less harmonic and have a
more dynamic rhythm. However, these characteristics can
be explored based on the different artistic intentions that
artists want to produce.

From the perspective of distributed sound performance,
the synchrony and complexity of the resulting synthesis
should not be the starting point, but rather the different
configurations that allow agents to listen to and interact
with each other.

The network latency is neither significant nor it is the
cause of engagement, putting into play the synergy that
must be managed by both the human and the artificial agent
to produce novel and engaging musical expressions.

From the discussion here, it is possible to understand
that JANIS has a great potential to allow multiple perfor-
mance configurations that can produce co-creative process
between both human and artificial agents over a NMP con-
text and can also be part of several distributed performance
configurations.

5. CONCLUSIONS

In this paper, we focused on discuss the possibilities to ap-
ply the concept of co-creativity and symbolic interactions
in the context of Networked Music Performance in order
to promote the involvement and engagement of geograph-
ically distributed musicians during the performance.

The use of artificial co-creative agents can be effective in
promoting interaction between human agents, since their
active interaction provides the creation of projection spaces
that can be interesting for both to share their actions and
efforts. This happens because both human and artifi-
cial agents are in a situation of adaptive interdependence
and incorporating memories that promote a rich and dy-
namic creative environment for their interactions. This
phenomenon has been widely explored in recent years in

wa

Figure 4: Spectrogram analysis of this guitar attack and
sound production modes.

the context of human-computer co-creativity, and could be
used to promote meaningful experiences in NMP contexts.

Furthermore, by proposing the prototype of the JANIS
system, which, based on the tests carried out, has great
potential to generate multiple performance configurations,
our focus converges on studying cognitive and artistic
strategies to promote engagement and adaptation of mu-
sicians in geographically distributed performances.

Finally, we intend to apply more tests to this system to
understand its possibilities and limitations in addition to
developing its communication with other digital musical
instruments and its application within artistic research in-
volving musicians and dancers, which motivated the devel-
opment reported here.
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