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Figure 13. Examples ofestimated spectral envelope
and group delay and of analysis results for a synthesized
singing voice.

the future, they could become equally important. A high-
quality singing recording produced in the traditional way
can create an emotional response in the listeners who ap-
preciate the “physical control” of the singer. On the other
hand, a high-quality singing recording improved using a
tool like VocaRe�ner can reach listeners in a different way,
where they can appreciate the level of expression within
a kind of “singing representation” created through skilled
technical manipulation. In both cases, there is a shared
common purpose of vocal expression and reaching listen-
ers on a personal and emotional level.

The standard function of recording vocals has only fo-
cused on the acquisition of the vocal signal using mi-
crophones, pre-amps and digital audio workstations, etc.
However, in this paper we explore a new paradigm for
recording, where the process can become interactive. By
allowing a singer to record their voice with a lyrics-
based recording system opens new possibilities for inter-
active sound recording which could change how music is
recorded in the future,e.g.,when applied to recording other
instruments such as drums, guitars, and piano.

6. CONCLUSIONS

In this paper we present an interactive singing recording
system called VocaRe�ner to help amateur singers make
high quality vocal recordings at home. VocaRe�ner comes
with a suite of powerful tools driven by advanced sig-
nal processing techniques for voice analysis (including
robustF0 and group delay estimation), which allow for
easy recording, editing and manipulation of recordings.
In addition, VocaRe�ner has the unique ability to inte-
grate the “best parts” from different takes, even down to
the phoneme level. By selecting between takes and cor-
recting errors in pitch and timing, an amateur singer can
create recordings which capture the full potential of their
voice, or even go beyond it. Furthermore, the ability to
visually inspect objective information about their singing
(e.g.,pitch, loudness and timbre) could help singers better
understand their voices and encourage them to experiment
more in their singing style. Hence VocaRe�ner can also
act as an educational tool.

In future work we intend to further improve the synthe-
sis quality and to implement other music understanding
functions including beat tracking and structure visualiza-
tion [16], towards a more complete interactive recording
environment.
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